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Abstract

An interpretable system for complex, open-
domain reasoning needs an interpretable mean-
ing representation. Natural language is an
excellent candidate — it is both extremely
expressive and easy for humans to understand.
However, manipulating natural language state-
ments in logically consistent ways is hard.
Models have to be precise, yet robust enough
to handle variation in how information is
expressed. In this paper, we describe
PARAPATTERN, a method for building models
to generate logical transformations of diverse
natural language inputs without direct human
supervision. We use a BART-based model
(Lewis et al., 2020) to generate the result of
applying a particular logical operation to one
or more premise statements. Crucially, we
have a largely automated pipeline for scraping
and constructing suitable training examples
from Wikipedia, which are then paraphrased
to give our models the ability to handle lexical
variation. ~ We evaluate our models using
targeted contrast sets as well as out-of-domain
sentence compositions from the QASC dataset
(Khot et al., 2020). Our results demonstrate
that our operation models are both accurate
and flexible.

1 Introduction

Developing models that can make useful inferences
from natural language premises has been a core
goal in artificial intelligence since the field’s early
days of relying on handwritten rules (Bobrow,
1964; Winograd, 1971). Since then, there has
been massive progress in automated formal rea-
soning (De Moura and Bjgrner, 2011); in contrast,
progress towards automated natural language
reasoning has been comparatively slow. At present,
‘natural language inference’ is most commonly
used to mean recognizing textual entailment (RTE),
a pairwise sentence classification task. Models can
saturate performance on popular RTE benchmarks
(Bowman et al., 2015; Williams et al., 2018) largely
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Figure 1: Examples of the natural deduction operations
for which we construct models. Note that models must
combine lexical inferences (X plays in the NFL —
X is an NFL team, —[X lacks Y] — X hasY) with
logical operations.

through surface-level heuristics (Gururangan et al.,
2018; Poliak et al., 2018); hill-climbing on these
benchmarks has failed to yield robust models (Naik
et al., 2018) or systems capable of more complex
reasoning.

Following a thread of work on multi-hop
question answering (Welbl et al., 2018; Yang
et al., 2018; Chen and Durrett, 2019; Min et al.,
2019), the reading comprehension community has
started to make inroads in the area of natural
language deduction, with the development of
reading comprehension datasets explicitly designed
to test deduction ability (Liu et al., 2020; Yu
et al., 2020; Holzenberger et al., 2020) and models
that take inspiration from formal and informal
reasoning (Clark et al., 2020; Saha et al., 2020;
Betz et al., 2021; Cartuyvels et al., 2020). Many
of these recent modeling efforts share a common
motif of using intermediate fact chains to support
their final predictions, but these chains are either
retrieved heuristically or generated freely from
autoregressive language models. Depending on
the technique, these kinds of chains are either
unsound, being connections of facts that lack direct
logical connection, or have to be retrieved from a



relatively clean domain-specific corpus where the
facts naturally connect. To maintain soundness,
we envision future reasoning systems factoring the
deduction process into a set of common operations,
analogous to proof rules. This guarantees such
a system the ability to generalize systematically
to any problem that can be decomposed in terms
of available operations, among other desirable
properties (Rudin, 2018).

In this work, we describe a generative model for
single-step deductive reasoning, building towards
models capable of generating the range of logical
transformations needed to compose a full reasoning
process. We use a BART-based sequence-to-
sequence model (Lewis et al., 2020) to model
the distribution of valid conclusion statements
conditioned on one or more premise statements.
To make sound inferences, the model naturally
must be fine-tuned on well-formed training data.
We describe a pipeline for crafting this data
based on syntactic retrieval from Wikipedia, rule-
based example construction, and a pretrained
paraphrasing model to introduce lexical variation.
Our hypothesis is that the inductive bias of
the pretrained model, coupled with the logical
regularities of the training examples, will teach the
model to generate correct deductions while robustly
tolerating lexical variation in the input.

We demonstrate our method’s effectiveness
by using it to create models for two distinct
logical operations, substitution and contraposition,
examples of which are shown in Figure 1.
Through experiments on manually-constructed
English contrast sets, as well as on the English
QASC dataset (Khot et al., 2020), we show that
our proposed data generation method leads to
accurate and robust operation models. Outputs
from our models judged against references from
our contrast sets have BLEURT scores (Sellam
et al.,, 2020) on average 0.79 points higher
than equivalent sequence-to-sequence models fine-
tuned to generate generic entailments using the
Multi-genre Natural Language Inference corpus
(Williams et al., 2018). This quantitative gap
reflects a stark qualitative difference; whereas our
models are able to generate consistent deductions,
baseline methods tend to resort to trivial input
copying and fail to assign significant likelihood
to valid conclusions. When evaluated on out-
of-domain fact compositions from the QASC
dataset, we observe that even in cases where our

model predicts conclusions that differ substantially
from the original annotations, the majority of the
resulting inferences are valid, demonstrating the
flexibility of models trained with our method.

2 Methods

An operation model for operation G places a
distribution pg(y | xo,...,z,) over output
sentences y conditioned on one or more input
sentences ;.

We would like operation models to satisfy the
following criteria:

Consistency: Predicted outputs should be valid
deductions from the model’s inputs.

Robustness: Models should be robust to linguistic
variation present in their inputs.

Supervision economy: A large amount of manual
effort should not be needed to construct a
model for a new operation.

We choose to parameterize pg by fine-tuning
pretrained sequence-to-sequence language models
(Lewis et al., 2020; Raffel et al., 2020). Pretrained
language models are state-of-the-art building
blocks for sequence transduction tasks. Fine-tuning
pretrained models allows the resulting operations
to successfully handle a wider variety of inputs
by leveraging general linguistic knowledge gained
during pretraining.

The three desired model criteria we have
identified lead to two data collection balancing acts:

* Model consistency and robustness improve
with increased data quantity, quality, and
diversity, but collecting a large amount
of diverse, high-quality data presents a
challenge.

e Variation in the data and even noise will
improve model robustness, but too much noise
will cause the trained model to be inconsistent.

Directly annotating this data is possible, but
requires significant manual labor, either in the
form of expert annotation or careful prompting and
filtering of crowd annotations. While annotated
resources already exist for certain domains (Khot
et al., 2020; Hwang et al., 2020), this is not the
case for most types of reasoning. Betz et al. (2020)
use templates to generate logically consistent text
for training language models; however, in their
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Figure 2: Schematic overview of our data collection
process, broken down into three phases: retrieval
of sentences from Wikipedia, expanding these into
reasoning examples, and paraphrasing.

setting there is little need for diversity or naturalism
since it is exclusively used during pretraining
for the purposes of transfer learning. Since our
aim is to be able to apply our operation models
directly, our training data must be naturalistic
and diverse. Significant manual effort would be
needed to create enough template variants slot-
fillers to achieve sufficient diversity purely through
templating. Scraping data from free text only works
if examples of the desired operation appear in the
wild, which is generally not the case for concise
well-formed deduction steps.

2.1 Data Collection

Our proposed method, PARAPATTERN, combines
scraping, template-based generation, and automatic
paraphrasing in order to achieve sufficient data
diversity and quality with very little manual effort.

PARAPATTERN consists of three phases, as
shown in Figure 2.

Phase 1: Source Scraping A set of dependency
patterns are used to retrieve source sentences
suitable for template expansion from a dependency-
parsed free text corpus. An example of one of the
dependency patterns we use is shown in Figure 3.
This template finds sentences exhibiting the Hearst
pattern (Hearst, 1992) X such as Y indicating a
hypernymy relatiomship between Y and X. Note
that the retrieved sentences do not constitute
complete training examples; such examples of
logical reasoning are hard to find in the wild. These
sentences need to be reshaped in the next step, but
they are lexically diverse and semantically suitable
as inputs to our templates in terms of the relations
they express.

We perform syntactic search over a dump of
cleaned English Wikipedia article text, comprising
112M sentences. We use the off-the-shelf spaCy
en—-core-web-sm dependency parser (Honnibal
et al., 2020), and index the resulting trees by
bottom-up dependency chain prefixes in chunks
of 160K sentences in order to accelerate the

search process. We use six pattern variations
to gather source sentences for the substitution
template and two patterns for the contraposition
template. Potential matches are filtered based on a
blacklist that disallows subject modifiers that would
result in semantically invalid examples. After
filtering, the substitution patterns yield ~44,000
source sentences and the contraposition patterns
yield ~23,000 source sentences. A full list of
the dependency patterns we use is included in
Appendix A.

Phase 2: Template expansion Source sentences
are expanded into generated examples through
the application of an operation-specific template.
Figure 3 shows an example of a source sentence
and its expansion into a pair of premise and
conclusion statements.

Template outputs are expressed in terms of
the source pattern’s match variables. The
template expansion algorithm produces examples
by breaking out dependency subtrees rooted at each
match variable and rearranging them according
to the template structure. We also apply simple
heuristics for verb reinflection and noun number
adjustment during the reconstruction process in
order to maximize the fluency of the resulting text.

Phase 3: Paraphrase augmentation Data from
template expansion is augmented by adding copies
of each example with paraphrased input sentences.
Paraphrases are generated using a version of the
PEGASUS model (Zhang et al., 2019) fine-tuned
for paraphrasing.! We sample two paraphrases
for each original input using nucleus sampling
with p = 0.9. See Figure 3 for samples of input
sentences once this paraphrasing is applied.

We observe that the resulting paraphrases tend
to introduce a noticeable amount of noise (e.g.
substituting ‘Hibiscus’ for ‘bing’ in Figure 3),
but we hypothesize that since we only paraphrase
input sentences, this effectively adds a denoising
component to the fine-tuning objective, resulting
in more robust models. This is similar to the
motivation behind backtranslation in machine
translation (Sennrich et al., 2016). Crucially,
this input paraphrasing process introduces lexical
variation in the inputs that is not necessarily
captured by the template matches.

'"Model available at https://huggingface.co/
tuner007/pegasus_paraphrase
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In Egypt, herbal teas such as Hibiscus tea are very popular.

2. Template expansion
v

In Egypt, herbal teas are very popular.
Hibiscus tea is a herbal tea.
In Egypt, Hibiscus tea is very popular.

Premises:

Conclusion:

3. Paraphrasing
Y

Premises: Herbal teas are popular in Egypt.
A herbal tea is called bing tea.

Conclusion: In Egypt, Hibiscus tea is very popular.

Figure 3: An example of the steps involved in our data generation process for the substitution operation. Words
in the source sentence participating in the syntactic pattern match are colored according to the pattern component

they align with.

2.2 Model training

Once data for an operation has been generated,
we use it to fine-tune an instance of BART-
Large (Lewis et al, 2020). We use model
and training algorithm implementations from the
transformers library (Wolf et al., 2020).

We fine-tune models for a single epoch using
the ADAMW optimizer (Loshchilov and Hutter,
2019) with initial learning rate 3e-5 and triangular
learning rate decay. Models are trained using a
total batch size of 16 split across two NVIDIA
Titan RTX GPUs; with this configuration, training
takes no more than an hour of wall clock time per
model.

In the interest of reproducibility, the full source
code for our data collection and model training
pipeline is publicly available?.

3 Experiments

3.1 Baselines

We compare models trained using our proposed
method against two baseline models.

Our first baseline model is an unmodified
instance of the pretrained autoregressive GPT2-
Large language model (Radford et al., 2019),
prompted with operation premises followed by
the elicitation prefix “Therefore,” (Zero-shot
GPT2). This baseline, inspired by the zero-shot
premise elaboration employed in Betz et al. (2021),
is intended to assess the likelihood of making
consistent deductions under a general model of
language with no logical specialization.

https://github.com/alephic/
ParaPattern

Our second baseline model is an instance of
BART-Large fine-tuned to generate hypotheses
from the MNLI dataset (Williams et al., 2018)
conditioned on their respective premises (MNLI
BART). We train on all instances for which the
gold label indicates entailment (=103K examples)
with the same training configuration as our other
models, detailed in 2.2. We hypothesize that
while this model may place higher likelihood on
reference conclusions than a general language
model would, it will place even higher likelihood
on re-emitting premise statements due to the fact
that high word overlap tends to be a common
feature of RTE examples labeled as ‘entailment’
(Zhou and Bansal, 2020).

3.2 Contrast sets

In order to evaluate the accuracy of our models
and the degree to which they generalize to input
variations that deviate from their training patterns,
we manually construct controlled contrast sets for
each operation.

Our substitution contrast set consists of 75
examples evenly split across five test conditions (15
examples per test condition), examples of which
are presented in Figure 4:

Control: Contains examples that fit the substitu-
tion template the model was trained on. We include
this condition to verify that a model can apply its
pattern to novel sentences correctly.

Link NP mismatch: The NP targeted for
substitution is distinct in each premise, but still
shares the same meaning.
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Substitution - Control

Premises: RSA is a cryptographic system.

Cryptographic systems let people exchange messages securely.

Conclusion:
Predicted:

RSA lets people exchange messages securely.
RSA lets people exchange messages securely.
Link NP mismatch

RSA is a cryptographic system.
Encryption protocols let people exchange messages securely.
RSA lets people exchange messages securely.
RSA allows people to exchange messages securely.

Identity VP mismatch
Dominant cryptographic systems include RSA.

Premises:

Conclusion:
Predicted:

Premises:

Cryptographic systems let people exchange messages securely.

Conclusion:
Predicted:

RSA lets people exchange messages securely.
RSA allows people to exchange messages securely.
NP + VP mismatch

Premises: Dominant encryption protocols include RSA.

Cryptographic systems let people exchange messages securely.

Conclusion:
Predicted:

RSA lets people exchange messages securely.

RSA allows people to exchange messages securely.
Number agreement

RSA is a cryptographic system.

Cryptographic systems shield web traffic from surveillance

and let people communicate securely.

RSA shields web traffic from surveillance and lets people

communicate securely.

RSA shields web traffic from surveillance and let people

communicate securely.

Premises:

Conclusion:

Predicted:

Contraposition - Control
Pesticides that contain DDT have harmful effects on birds.
Pesticides that do not have harmful effects on birds do not
contain DDT.
Pesticides that do not have harmful effects on birds do not
contain DDT.

Post I modifier mi tch
Pesticides containing DDT have harmful effects on birds.
Pesticides that do not have harmful effects on birds do not
contain DDT.
Pesticides that do not have harmful effects on birds do not
contain DDT.

Premise:
Conclusion:

Predicted:

Premise:
Conclusion:

Predicted:

Pr inal modifier mi; tch
DDT-containing pesticides have harmful effects on birds.
Pesticides that do not have harmful effects on birds do not
contain DDT.
Pesticides that do not have harmful effects on birds do not
contain DDT.

Premise:
Conclusion:

Predicted:

Premise negation
Pesticides that contain DDT aren’t safe for birds.
Pesticides that are safe for birds do not contain DDT.
Pesticides that are safe for birds do not contain DDT.

Premise:
Conclusion:
Predicted:

Figure 4: Aligned contrast set examples for substitution (left) and contraposition (right), with associated

PARAPATTERN BART output samples.

Identity VP mismatch: The identity statement
is not expressed using a copula.

NP + VP mismatch: This condition combines
the perturbations from Link NP mismatch and
Identity VP mismatch.

Number agreement: The target statement con-
tains a verb that must be reinflected to agree with
the substituted NP’s number, but is not in a position
that would be corrected by the training template
rules.

Our contraposition contrast set consists of
60 examples evenly split across the following
conditions:

Control: Contains examples that fit the contra-
position template the model was trained on.

Postnominal modifier mismatch: The subject
restriction is expressed using a postnominal
modifier not produced by the training template.

Prenominal modifier mismatch: The subject
restriction is expressed as a prenominal modifier
instead of the postnominal phrases produced by the
training template.

Premise negation: The premise contains a
syntactic or lexical negation in a position not
handled by the training template.

Contrast set examples contain aligned lexical
content across test conditions in order to allow us to
evaluate generalization under various perturbations
while avoiding the confounding effect of lexical
variation that would be present if each test
condition were constructed to be completely
independent. As shown in Figure 4, each example
in a given test condition is a perturbation of
a control example. The combination of this
controlled structure and the wide performance gaps
between models gives us confidence in our results
despite the small size of these datasets.

3.3 Results on Contrast Sets

We measure model performance on the contrast
sets using the perplexity of reference conclusions
under the model distribution, the BLEURT score
(Sellam et al., 2020) of generated conclusions
with respect to reference conclusions, and the
proportion of generated conclusions we manually
rated as valid and non-redundant. We additionally
report the perplexity of re-emitting the premise
statements, as we found this to be a common
failure mode for both autoregressive language
models and sequence-to-sequence models trained
without paraphrase data augmentation; in the case
of autoregressive models, repetition is a well-
known type of degenerative behavior (Holtzman
et al., 2020), while for sequence-to-sequence
language models such as BART, repeating inputs



Substitution Contraposition
Ref. Repeat Ref. Repeat

Model PPL + PPL 17 BLEURT 1 Valid% 1 PPL J PPL 1  BLEURT 1 Valid% 1
Mean Mean
Zero-shot GPT2 3.52 2.15 -0.88 + 0.35 1 6.04 3.37 -0.89 + 0.31 1
MNLI BART 2.0 1.72 -0.06 £ 0.13 6 4.50 1.32 -0.16 £ 0.04 2
Pattern-only BART 3.55 3.51 0.49 £+ 0.01 55 3.16 4.06 0.31 £0.0 38
PARAPATTERN BART  1.54 3.57 0.66 + 0.05 87 1.57 3.77 0.69 £+ 0.07 80
Control Control
Zero-shot GPT2 3.28 2.36 -0.93 £0.33 3 5.41 3.18 -0.93 £0.28 3
MNLI BART 1.79 1.73 0.05 £ 0.15 13 3.81 1.3 -0.25 £ 0.02 1
Pattern-only BART 1.01 7.97 0.89 + 0.0 100 1.01 7.92 0.9 + 0.0 93
PARAPATTERN BART  1.08 5.01 0.85 £ 0.01 96 1.1 5.15 0.89 = 0.02 100
Link NP mismatch Postmominal modifier mismatch
Zero-shot GPT2 3.61 2.19 -0.89 + 0.35 1 6.31 3.43 -0.86 £ 0.3 0
MNLI BART 1.91 1.74 -0.04 £ 0.07 0 4.79 1.36 -0.29 £ 0.02 8
Pattern-only BART 1.46 2.38 0.70 = 0.0 53 2.23 243 0.0£0.0 0
PARAPATTERN BART  1.39 3.72 0.68 £ 0.05 87 1.39 29 0.75 £ 0.08 87
Identity VP mismatch Prenominal modifier mismatch
Zero-shot GPT2 3.74 2.12 -0.87 £ 0.36 2 6.96 4.1 -0.87 £ 0.28 0
MNLI BART 2.17 1.81 -0.07 £ 0.12 3 6.14 1.33 -0.3 +0.04 0
Pattern-only BART 4.39 1.65 0.09 £ 0.0 13 7.08 1.74 -0.37 £ 0.0 0
PARAPATTERN BART  1.59 3.04 0.52 + 0.14 86 1.79 3.63 0.48 - 0.15 58
NP + VP mismatch Premise negation
Zero-shot GPT2 4.15 2.04 -0.89 £ 0.35 0 55 2.77 -0.87 £ 0.37 3
MNLI BART 2.17 1.70 -0.18 + 0.17 2 3.24 1.29 0.2 £ 0.07 0
Pattern-only BART 8.37 1.21 0.0+ 0.0 7 2.32 4.17 0.7+ 0.0 60
PARAPATTERN BART  1.71 2.51 0.46 £ 0.08 75 2.01 3.39 0.64 £ 0.04 75
Number agreement
Zero-shot GPT2 2.83 2.05 -0.81 £0.33 1
MNLI BART 1.97 1.61 -0.03 + 0.16 11
Pattern-only BART 2.53 4.34 0.77 £ 0.0 100
PARAPATTERN BART  1.93 3.58 0.75 + 0.02 93

Table 1: Results for each contrast set. Ref. PPL refers to the perplexity of the reference conclusion under the model
distribution. Repeat PPL refers to the perplexity of re-emitting the premises. BLEURT scores are averaged across
10 samples per example; + indicates the standard deviation between samples. Valid % refers to the proportion of
generated conclusions rated as valid and not redundant following manual review. The Mean header indicates the
section containing aggregate metrics across all test conditions within a contrast set.



is a “default” behavior acquired from their mask-
filling pretraining objective.

Results for both contrast sets are presented in
Table 1.

Our first question is whether or not we have
a good generative model of natural language
deductions. As the Mean section of Table 1
shows, PARAPATTERN BART outperforms both
baseline methods by a wide margin in terms of
the likelihood it assigns to desired conclusions
(Ref. PPL), the accuracy of its generated outputs
with respect to desired conclusions, and its
overall rate of valid inference. Additionally,
there is a substantial gap in performance between
models trained with and without paraphrastic
data augmentation (PARAPATTERN vs. Pattern-
only). In order to understand the advantage
conferred by training on paraphrased inputs, we
refer to Table 1’s individual test condition sections.
Within each contrast set, we can clearly see
that training only on template-generated data
leads models to significantly underestimate the
likelihood of correct conclusions when confronted
with perturbed examples that lie off the template
data manifold.

Table 1 also confirms our hypothesis that a
model trained on RTE data will tend to assign
higher likelihood (and thus lower perplexity)
to repeating premises than it will to nontrivial
conclusions.

Evaluating Model Generations on Contrast
Sets Beyond perplexity, we want to see whether
decoded samples from the model faithfully model
the desired reasoning.

As shown by their mean BLEURT scores,
outputs from the PARAPATTERN BART model
are the most faithful across the contrast sets as
a whole. Note that the model trained without
paraphrase data is marginally more confident for
control examples, which are a good fit for the
original training templates. In more difficult
conditions, such as identity VP mismatch, NP + VP
mismatch, and prenominal modifier mismatch, the
pattern-only model tends to fall back on repeating
its inputs; this is reflected in its lower Repeat
PPL for these conditions. The relatively high
standard deviation of BLEURT scores between
samples for both baseline methods reflect their
inconsistent generation outputs; the MNLI BART
model tends to repeat premises or emit slightly
compressed close paraphrases of them while GPT2

produces widely varying hallucinated elaborations
of its inputs; as is to be expected from a general
language model, these elaborations almost never
follow logically from the premises. In contrast, as
can be seen in the generation samples in Figure
4, PARAPATTERN outputs are extremely stable
and reflect direct logical inferences based on their
inputs.

3.4 Results on QASC

Our probe sets are not necessarily “in-domain”
for our model, but they still neatly fit the
reasoning patterns we are targeting. To test
our approach’s applicability to data outside its
training, we additionally evaluate our substitution
model on the fact compositions in the validation
split of the QASC dataset (Khot et al., 2020).
These fact compositions were annotated by crowd
workers as rationales for multiple-choice question
answering problems. Workers were prompted with
a single background fact from a set of high-quality
manually filtered facts from the WorldTree corpus
(Jansen et al., 2018) and a corpus provided by the
CK-12 Foundation; annotators then selected an
additional fact from a retrieved shortlist of filtered
web-text sentences and wrote both a question and
a combined background fact. Since annotators
combined facts with a particular question in mind,
there is a certain amount of missing context in many
QASC fact combinations. Additionally, annotators
were free to combine facts in any way they wanted
so long as the result contained some material from
each background fact.

Evaluating Model Generations on QASC Fig-
ure 5 depicts the curve formed by ranking
all PARAPATTERN BART outputs for QASC
validation set fact combinations according to
their BLEURT scores with respect to the original
annotations.  Examining the portion of this
distribution above 0 BLEURT, we see very close
agreement between the content of generated
outputs and reference fact combinations, trending
towards exact matches above 0.75 BLEURT. On
the opposite end of the spectrum, as BLEURT
scores become negative, we can see the structure
of model outputs diverge from that of the reference
fact combinations. However, even as our model’s
predictions grow further from the annotated
reference conclusions, they remain semantically
consistent combinations of the premise facts. The
prediction for the final example in Figure 5 is still a



Premises: All cnidarians are aquatic.

Chnidarians are also called coelenterates.
Reference: Coelenterates are aquatic.
Generated: Coelenterates are aquatic.

Premises: A barometer is used to measure air pressure.

Air pressure is a measure of the weight of the air.
Reference: A barometer measures the weight of the air.
Generated: A barometer measures the weight of the air.

0.75

Premises: Bad weather decreases visibility while driving.

Another dangerous weather phenomena that thunderstorms produce is hail.
Reference: Hail decreases visibility while driving.
Generated: Thunderstorms produce hail, which decreases visibility while driving.

0.5 1

Premises: Volcanic ash in the atmosphere decreases the temperature by blocking the sun.
Most volcanic ash consists of fine, dusty particles.
Reference: Fine, dusty particles erupted from volcanos decrease the temperature
by blocking the sun.
Generated: Most volcanic ash consists of fine, dusty particles that block the sun,
lowering the temperature in the atmosphere.

0.25 +

Premises: Kidney failure may be treated with dialysis.
Dialysis is a way of cleaning the blood with an artificial kidney.
Reference: Kidney failure may be treated by cleaning the blood
with an artificial kidney.

BLEURT
o

Generated:

Premises: A compass is used to navigate oceans.
And to the east is the Atlantic Ocean.
Reference: A compass is used to navigate the Atlantic.
Generated: The Atlantic Ocean to the east, is navigated using a compass.

|
-
o
>

Premises: Howling is used to warn other wolves by wolves.

Canis lupus is the same species that includes grey wolves.
Reference: Canis lupus howl.
Generated: Canis lupus uses howling as a warning to other wolves.

—0.75 | Premises: Mutualism is a symbiotic relationship in which both
species benefit.
Males have individual territories Has mutually beneficial
symbiotic relationship with oxpecker bird. [sic]
Reference: Oxpecker birds help other species benefit.

Generated:

-1

1 Rank 926

Figure 5: BLEURT score profile of ParaPattern BART substitution outputs for fact combinations from the
QASC development set. Sampled substitution model outputs and corresponding QASC annotations for a range
of scores are shown to the right. Outputs with minor grammatical errors are indicated in . Note that
generated conclusions remain semantically coherent despite diverging from annotated references as BLEURT
scores decrease.



valid semantic combination of its premises in spite
of an ungrammatical input, exemplifying another
benefit of training on data augmented with noisily
paraphrased inputs.

4 Related Work

Natural Logic (Bernardi, 2002; Zamansky et al.,
2006; MacCartney and Manning, 2009; Angeli
et al., 2016) is similar to our approach in that it
provides a framework for logical reasoning about
statements in natural language. Such systems
recognize that there is a cat on the dresser entails
there is an animal on the dresser because of the
hypernymy relationship between cat and animal,
while there is no cat on the dresser does not entail
there is no animal on the dresser because of the
negated context. These monotonicity relationships
can be formalized into a monotonicity calculus
(Icard et al., 2017), and past work has grounded
lexical inference tasks into such a formalism
(Angeli et al., 2016; Hu et al., 2020). Our work
generalizes this reasoning: we do not decompose
logical relations between sentences in terms of fine-
grained relationships between words, but instead
learn relationships between sentences in an end-to-
end way.

Multi-hop reasoning Combining multiple facts
to form a conclusion overlaps heavily with the idea
of multi-hop reasoning, which has been explored in
reading comprehension settings (Welbl et al., 2018;
Yang et al., 2018). However, methods can achieve
high performance on such benchmarks without
truly exhibiting multi-hop reasoning (Chen and
Durrett, 2019; Min et al., 2019); training end-to-
end models on these datasets does not necessarily
teach our models the requisite skills. Systems
like NLProlog attempt to make this reasoning
explicit (Weber et al.,, 2019); in contrast, by
grounding reasoning directly in natural language, a
system based on natural deduction operations gains
inherent faithful natural language explanations and
congruence with pretrained language models.

More recent datasets emphasize the ability to
actually exhibit correct reasoning chains and form
explanations (Clark et al., 2020; Xie et al., 2020).
Systems like PRover (Saha et al., 2020) and Leap-
of-Thought (Talmor et al., 2020) have some broadly
similar goals as ours, but only retrieve facts and do
not generate novel conclusions.

Generative Reasoning The generative capabil-
ity of our models resembles those used for
commonsense inference (Latcinnik and Berant,
2020; Shwartz et al., 2020). However, these
models do not strongly constrain the nature of
what is generated; we believe our approach is more
scalable and can lead to sound inferences over
longer reasoning chains in future work. Arabshahi
et al. (2021) explored generative reasoning in
commonsense scenarios, but the domain of this
approach is limited. Khot et al. (2021) use
generative models to decompose the decision
procedure for a complex question-answering
problem into a series of elementary steps that
can be delegated to simpler models; this idea
parallels our notion of decomposing reasoning into
elementary steps to be performed by individual
generative operation models.

5 Conclusion

Building systems that use natural language as a
medium for reasoning will require operations that
can reliably generate logical combinations and
transformations of natural language statements.
In this work, we present a method for creating
such models with minimal manual effort by fine-
tuning pretrained sequence-to-sequence language
models on data generated through a three-step
process of syntactic retrieval, template expansion,
and automatic paraphrasing. Our experimental
results show that our technique yields operation
models capable of generating consistent logical
transformations over a diverse range of natural
language inputs.
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A  Appendix A

Substitution source dependency patterns:

[nsubj:NNS$0 <[amod:’such’ > prep:IN’as’
[nsubj:NNSSO < prep:IN’like’ < pobj:$1]> ROQOT:VBPS$2

[nsubj:NNSSO < prep:VBG’include’

< pobj:$1]]1> ROOT:VBPS2

< pobj:$1]> ROOT:VBPS2

ROOT:VBPS$2 <[dobj:NNSS$S0 <[amod:’such’
ROOT:VBPS$2 <[dobj:NNSS$SO < prep:IN’like’
ROOT:VBPS$2 <[dobj:NNSS$SO < prep:VBG’include’

Contraposition source dependency patterns:

> prep:IN’as’
< pobj:$1]
< pobj:5$1]

< pobj:$1]]

[nsubj:NNS$SO <[nsubj:WDT’that’ > relcl:VBPS1]]
[nsubj:NNSSO <[prep:IN’with’ < pobj:$1]]

> ROOT:VBPS2
> ROOT:VBPS2
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